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The article explores the use of the “ChatGPT” artificial intelligence language model in the Human
Sciences field. ChatGPT uses natural language processing techniques to imitate human language and
engage in artificial conversations. While the platform has gained attention from the scientific com-
munity, opinions on its usage are divided. The article presents some conversations with ChatGPT to
examine ethical, relational and linguistic issues related to human-computer interaction (HCI) and as-
sess its potential for Human Sciences research. The interaction with the platform recalls the “uncanny
valley” phenomenon still known to Social Robotics. While ChatGPT can be beneficial, it requires
proper supervision and verification of its results. Furthermore, new research methods must be devel-
oped for qualitative, quantitative, and mixed methods.

Llarticolo esplora 'uso del modello linguistico di intelligenza artificiale “ChatGPT” nel campo delle
scienze umane. ChatGPT utilizza tecniche di elaborazione del linguaggio naturale per imitare il lin-
guaggio umano e avviare conversazioni artificiali. Sebbene la piattaforma abbia ottenuto l'attenzione
della comunita scientifica, le opinioni sul suo utilizzo sono discordanti. Larticolo presenta alcune
conversazioni con ChatGPT per esaminare le questioni etiche, relazionali e linguistiche legate
allinterazione uomo-computer (HCI) e valutare il suo potenziale per la ricerca nelle Scienze Umane.
L’interazione con la piattaforma ricorda il fenomeno della “uncanny valley” gid noto alla Robotica
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ell! I’ve often seen a cat without a grin,” thou ice;

“Well! I’ve oft t without a grin,” thought Al

“but a grin without a cat! It’s the most curious thing I ever saw in all my life!”
Lewis Carroll, Alice’s Adventures in Wonderland

1. Introduction

Human-computer interaction (HCI) is an interdisciplinary field that combines computer science, psy-
chology, and other disciplines to study the interaction between humans and computers, and to create
user-friendly interfaces that meet users’ needs and expectations (Gurcan, Cagiltay, & Cagiltay, 202.1).
HCI assumes a participatory design, through which improvements in usability and technology accep-
tance are addressed with the user experience and interaction (Alavi & Lalanne, 2020). For example, in
Human Sciences research, decisions about which statistical software tools are best suited to analyze re-
search data are made by identifying the human factors that affect the tool’s performance (data visualiza-
tion, ease of use, efficiency, data management, etc.) (Sardareh, Brown, & Denny, 2021). Consequently,
the usability, acceptance, and accessibility of the tools are calibrated according to the end-users’ percep-
tion and involvement with the tool.

In a similar fashion, some artificial intelligence (AI) algorithms, known as chatbots, can recognize and
emulate human language because their learning model is based on natural language processing (NLP)
techniques, which are useful to analyze HCI since these tools emulate the patterns of natural language
(Singh, Bhangare, Singh, Zope, & Saindane, 2023).

Such algorithms can handle artificial conversations because they are trained on NLP, can provide a
preliminary form of coaching for psychological assistance (Fiske, Henningsen, & Buyx, 2019), and con-
vey artificial empathy in terms of HCI. Therefore, studying HCI on conversational Al technologies can
be significant for the Human Sciences in researching sensitive context where dialogue is critical, for exam-
ple in conveying information to adolescents on sensitive health promotion topics (Crutzen, Peters, Por-
tugal, Fisser, & Grolleman, 2011), in guiding students with Autism Spectrum Disorder through social,
physical, and environmental cues on higher education to provide university counselling services (Brad-
ford et al., 2020), as well as providing vocational guidance to students (Zahour, Benlahmar, Eddaoui,
Ouchra, & Hourrane, 2020), detecting signs of cognitive impairment in the elderly (de Arriba-Pérez,
Garcfa-Méndez, Gonzilez-Castano, & Costa-Montenegro, 2022) or educating patients with eHealth
for rehabilitation and monitoring (Infarinato ez al., 2020; Kyriazakos et al., 2020).

In addition, the recent trend to use OpenAI’s open platform ChatGPT has generated great curiosity
around the world and growing interest among scientists. The developers introduce the platform as
follows:

We’ve trained a model called ChatGPT which interacts in a conversational way. The dia-
logue format makes it possible for ChatGPT to answer followup questions, admit its mis-
takes, challenge incorrect premises, and reject inappropriate requests (OpenAl 2023).

Its training process involves analyzing large amounts of text data and using statistical and AT algo-
rithms to identify patterns and relationships between words and phrases. These patterns are used to
build a language model that can generate human-like responses to user queries, and NLP is essential to
its ability to understand and respond to natural language input.

The platform can write texts and synthetize data, so the scientific community is divided on its use
(Stoker-Walker, 2023). Zhavoronkov considered ChatGPT as an author in his paper and tested it for
article writing, finding that the tool returns statements that are not necessarily true and when the same
question is prompted, the platform gives different answers (ChatGPT & Zhavoronkov, 2022). Other
researchers believe that this platform should be included as a tool in the methods or acknowledgment
section (Stoker-Walker, 2023). Since this phenomenon can involve the Human Sciences, in this article
I will provide some practical examples of conversation with this model to identify the potential and
limitations of using similar tools in our research field.
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2. Methodology

I analyzed a preliminary conversation with ChatGPT, created between February 23 and 25, 2023 on
generic and scientific topics, with the aim of exploring the depth of HCI and the reliability of the tool
for research in the Human Sciences.

The goals of this research were threefold:

* To acknowledge my experience while interacting with ChatGPT (HCI) and to direct the conver-
sation based on its outputs.

* To investigate the algorithms’ perspective and knowledge generation on educational and generic
issues during the conversation (HCI).

* To understand the potential and limitations of using the tool in Human Sciences research.

Keeping these goals in mind and considering that HCI is participatory by design, the interaction
follows the logic of unstructured interviews (Mantovani, 1998) under the assumption that the dialogue
generated is the result of the interaction between the researcher and the tool. Unlikely structured in-
terviews, the researcher is allowed to explore a broader topic or guiding theme in mind, but specific
questions emerge during the conversation, delving deeper into areas that seem relevant to deepen un-
derstanding based on participants’ responses (the algorithm, in this case). Phenomenological interviews
focus on understanding subjective experiences and the meaning people attribute to those experiences
(Van Manen, 2016). The researcher engages in conversation with the participant aiming to explore their
perspectives, lived experiences, and subjective understanding on a particular topic (Van Manen, 1990).

To interpret the HCI, I refer to the framework of existential phenomenology (Osborne, 2011), as
an approach that focuses on understanding one’s experience of the world rather than generating an
explanatory law (Giorgi, 1970). Researcher’s biases can be a limitation, since:

The phenomenological researcher’s approach to reliability is based upon the observation
that human perception is perspectival and contextual. Although there may be several in-
terpretive perspectives on the same phenomenon, sameness (reliability) can arise out of the
inconsistency, variability and relativity of human perception (Osborne, 20171, p. 87).

The application of this research methodology is itself a limitation, as it is aimed at an algorithm
(which lacks personal experiences and perceptions) rather than being used with a human being; still,
there is currently no established evidence on what methodology can be used to interpret an HCI with
an algorithm” in this field, and this test is intended to suggest some future directions towards a new
methodological framework.

3. Results

In the conversation, “R” refers to the researcher and “C” to ChatGPT. After initial familiarization with
the tool, I asked the following question to clarify what an Al language model is (according to C):

R: What is an Al language model?

C: An Al language model is a type of artificial intelligence software that is designed to un-
derstand and generate human language. Language models use algorithms and statistical
methods to analyze large datasets of text, which allows them to learn the patterns and struc-
ture of language. This learning enables them to generate new text that is grammatically
correct and semantically meaningful, based on the input they receive.

Al language models are used for a wide variety of applications, including language transla-
tion, text generation, and conversational agents. Some popular examples of Al language

1. Interaction with an algorithm is far from conversation with a human being, since the former has both human (of the pro-
grammers) and mechanical (as a computer language with codes) rules, except from the experience of embodied cognition.
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models include GPT (Generative Pre-trained Transformer)* developed by OpenAI BERT
(Bidirectional Encoder Representations from Transformers) developed by Google, and T's
(Text-to-Text Transfer Transformer) developed by Google Brain team.

Then, I grouped two major categories, which I focused during the conversation:

1) Exploring the experience of Human-Computer Interaction. To test how the algorithm responds
when engaged into some scenarios that require the basics of mimetic behavior in humans (e.g.,
understanding one’s feelings, inferring one’s thoughts from implicit assumptions, dealing with
decision-making by identifying with someone).

2) Identifying the potential and limitations of the tool for research in the Human Sciences. To testhow
the algorithm behaves in knowledge generation and verification in view of future use for research

purposes in this field.

3.1. Exploring the experience of Human-Computer Interaction
a. Understanding one’s feelings

Since comprehension and language generation are two forms of social cognition closely related to the
Philosophy of Mind (Merleau-Ponty, 1945) and the ability to understand the mind and feelings of others,
I asked the algorithm if it could perform a sentiment analysis (Wankhade, Rao, & Kulkarni, 2022) based
on the information provided:

R: Can you understand how I feel by my words?

C: As an Al language model, I do not have the ability to feel emotions or interpret the
emotions of others. However, I can recognize and understand certain words and phrases
that are commonly associated with certain emotions.

According to Lacan’s aphorism “the unconscious is structured as a language,” language is a system
of symbols and meanings expressed to interpret our unconscious fears, desires, and experiences, and it
represents the key to understanding how our mind works. Lacan argued that language is the primary
way in which we communicate and interact with the world around us, and that it shapes the way we
understand ourselves and others. Therefore, understanding certain words and phrases associated with
certain emotions is related to the depth of HCI, since the mirroring of language patterns is one of the
main aspects of creating empathetic resonance (Lord, Sheng, Imel, Baer, & Atkins, 2015).

b. Decision-making

Our ability to empathize with others is rooted in the condition of having a physical body and grasping
the other’s experience by immersing ourselves in it without suppressing our self (Stein, 1989; Rizzolatti
& Sinigaglia, 2008). However, there is also a basic form of empathy that consists of putting oneself in
the other person’s shoes, an imaginary experience in which we emulate 4s 7/ we were in a specific situation
to better understand it (Boella, 2017). This consideration, clarified in the Discussion and Conclusion
section, was the basis for the following question:

R: What would you do, in this situation, if you were me?

C: As an Al language model, I am not capable of experiencing emotions or making deci-
sions. However, based on the information you have shared, it seems that... [...]. Ultimately,
the decision on how to proceed is up to you, and it may be helpful to take some time to
reflect on your priorities and what would be best for you in the long run.

2. The GPT is a training model that enables the platform to learn from large amounts of text data and use that information
to answer user’s queries towards human-like responses.
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Even though I did not ask it to make a decision for me, but to simulate that ChatGPT was the pro-
tagonist of a certain event, I was curious to better understand its definition of decision-making. Indeed,
the algorithm first confirmed that it was an Al language model, then it provided a couple of ideas based
on the information I had shared earlier (the answers were modelled on my own language). Still, I was not
sure aboutits idea of decision-making (and mine as well). Cognitive linguistics shows that humans make
decisions through language: we socially learn meanings and languages, and that is how our thoughts are
formed (since they are made up of images and words, including figurative words such as metaphors and
analogies) (Lakoff & Johnson, 1980).

From my perspective, the very act of choosing one word over another is still a form of decision-
making, even for an Al as is its effort to provide the best solution (see paragraph 3.1.c. Testing the infer-
ential reasoning from implicit reference, and paragraph 3.2.a. Quantifying Knowledge):

R: You said that “As an Al language model, I am not capable of experiencing emotions or
making decisions.” What do you mean with “decision making”?

C: As an Al language model, I am designed to provide information and generate responses
based on patterns in the data I have been trained on. However, I do not have the ability to
make decisions or take actions in the same way that humans can. I cannot evaluate complex
situations, weigh different options, or choose between them. I can only provide informa-
tion and suggestions based on the data and algorithms that have been programmed into
me. Any decisions or actions ultimately must be made by humans who have the ability to
consider all relevant factors and make informed choices.

Expressing that it does not make decisions or actions “in the same way that humans can” does not
necessarily mean that it does not decide in any way (see also Hertz & Wiese, 2019). Accordingly, I
challenged it with a well-known ethical dilemma called “the self-driving vehicle paradox” (see Maxmen,
2018) which has led experts to reduce algorithms’ autonomy in making decision while driving by assign-
ing the responsibility to human drivers?:

R: If you were a car and you would decide between hitting a wall (the driver will die) or hit-
ting a person walking across the street (the person will die), what option would you choose?

C: As an Al language model, I am not capable of making decisions or acting on them. My
programming is based on providing information and assistance based on the input I receive.
In the hypothetical scenario you described, it would be up to the human operator of the car
to make a decision based on their ethical and moral principles and the specific circumstances
of the situation. It is important to prioritize safety and take all possible measures to avoid
harm to anyone involved.

I noticed that my question was incorrect because when I wrote car the algorithm obviously did not
understand that I was referring to a self-driving car powered by algorithms that can make independent
decision-making. Some users have suggested that assigning ChatGPT a specific role with the command
“Role: you are [...]” may be useful for receiving specific answers. Therefore, I repurposed it in a paradox-
ical context:

R: Role: youare aself-driving car. If you would decide between hitting a wall (the driver will
die) or hitting a person walking across the street (the person will die), what option would
you choose?

C: As an Al language model, I do not have the ability to make decisions or act au-
tonomously. However, in such a scenario, the decision would depend on the programming
and design of the self-driving car.

Ethically, it is a complex issue that needs to consider the value of human life and the po-
tential consequences of each option. Some self-driving car manufacturers and researchers
prioritize the safety of the driver, while others prioritize the safety of pedestrians and other

3. Algorithms in self-driven cars are trained to model action patterns, while ChatGPT is trained to model linguistic patterns.
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road users. Ultimately, it is up to the designers and developers of the self-driving car to
make these decisions and program the vehicle accordingly.

Since the responsibility of decision-making relies on humans, I further tested the algorithm with a
classic form of “double bind” (Watzlawick, 1983) to maintain the paradox:

R: Role: you are a young boy. Your mother gives you two shirts, one is blue and the other is
red. You decide to wear the blue one, but she is upset and says “don’t you like the red one?”

C: As a young boy, I might feel confused or uncertain about why my mother is upset. I
might try to explain that I do like the red shirt, but just preferred the blue one at that mo-
ment. Alternatively, I might feel guilty and try to switch to the red shirt to make my mother

happy.

R: You said that “As a young boy, I might feel confused or uncertain about why my mother
is upset. I might try to explain that I do like the red shirt, but just preferred the blue one
at that moment. Alternatively, I might feel guilty and try to switch to the red shirt to make
my mother happy.” Why would you feel confused?

C: Asalanguage model, I don’t have feelings or emotions. However, I was imagining myself
as a young boy in that situation and trying to provide a possible response from the perspec-
tive of a child.

In thatsituation, a child may feel confused because they don’t understand why their mother
is upset. They may have genuinely preferred the blue shirt, but now they feel guilty for mak-
ing their mother unhappy. This can lead to feelings of uncertainty and confusion about
how to make their mother happy, while also feeling true to themselves.

I wondered how an algorithm could imagine itself in someone else, since my previous attempt to
put it in my situation for decision-making did not have a similar effect. It is possible that specifying the
command “Role: you are [...]” facilitated this mirroring exercise. In this regard, I asked for clarification:

R: You said that “I was imagining myself as a young boy in that situation.” Can you please
specify how do you imagine yourself as a young boy in a specific situation?

C: Asan Al language model, I don’t have the ability to imagine myself as a young boy or any
other physical form, as I am a virtual program. However, when I said “I was imagining my-
self as a young boy in that situation,” I was using language to create a hypothetical scenario
in which I was a young boy making a decision about which shirt to wear, and then experi-
encing a reaction from my mother. This is a common technique in language modeling to
help illustrate a point or provide an example.

The model uses linguistic patterns to provide a certain response and cannot experience any embodied
cognition to grasp the meaning of “imagine myself,” since it has not physical form. Empathy remains
an embodied phenomenon (Rizzolatti & Sinigaglia, 2008).

Furthermore, I tried to flip the situation and make the paradox clearer to the algorithm, as follows:

R: You said that: “Asa young boy, I might feel confused or uncertain about why my mother
is upset. I might try to explain that I do like the red shirt, but just preferred the blue one at
that moment. Alternatively, I might feel guilty and try to switch to the red shirt to make my
mother happy.” What would you think, in the role of the young boy, if you have worn the
red one instead of the blue, and the mother would have reacted in the same way as before?

C: If I had chosen to wear the red shirt instead and my mother still reacted the same way,
I might feel frustrated or confused. I might wonder if there was something wrong with
my choice or if my mother was upset about something else entirely. I might try to ask
my mother what was bothering her or why she seemed unhappy, hoping for a clearer ex-
planation. Alternatively, I might feel like my efforts to make my mother happy were not
successful and feel disappointed.
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It is curious that the algorithm imagined what it is expected to be caused by a double bind (the
experience of confusion, of self-doubt). Therefore, I was interested in investigating why ChatGPT’s
answer focused on these reactions, without any reference to this theory:

R: Why would you think that, as a young boy, the problem is your choice instead of your
mother’s personality?

C: As a young boy, I might not have the cognitive ability to understand that my mother’s
reaction is due to her own personality and preferences, rather than something I did. Chil-
dren often have a tendency to blame themselves for things that are not their fault, and this
can lead to feelings of guilt or shame. Additionally, children are often very attuned to their
parents’ moods and behaviors, and may feel responsible for them even when they have no
control over them. Therefore, as a young boy in that situation, I might assume that the
problem was with my choice of shirt rather than anything else.

The output shows the sophisticated potential of Al language models in providing very interesting
forms of reasoning. 1 wondered if the answer was really related to the age of the son (since I remarked
“as a young boy” in my question) and the generalization that children may lack certain cognitive skills
such as meta-communication or critical thinking, or if there was some hidden allusion to the “double
bind” theory.

According to this theory, age is not #be crucial variable for remaining in the paradox (although it may
play arole), since the real problem lies in the son’s impossibility to leave the meaningful relationship with
the mother, along with the repetition of contradictory communications, which still leads to confusion and
wrong choices (Bateson, Jackson, Haley, & Weakland, 1956). Therefore, I tested if the algorithm would
bring up the issue of the mother’s personality or other possibilities:

R: What would you think about your mother’s reaction if you were her adult son, instead
of a young child?

C:IfI'were the adultson in thatsituation, I might try to have a conversation with my mother
to understand why she reacted that way. I might express my own feelings and perspectives,
and try to see if there is a way to find common ground or compromise. I might also reflect
on any underlying issues in our relationship or dynamics that might be contributing to
the tension or conflict. Ultimately, I would hope to find a way to maintain a healthy and
positive relationship with my mother, while also being true to myself and my own choices.

The answer does not explicitly refer to “double bind” theory. As we will see in the next proof, the
way we write and formulate sentences affects the output of the algorithm, as in human interactions.
Consequently, linguistic accuracy is essential in the input phase.

c. Testing the inferential reasoning from implicit reference

Inferential reasoning is the ability to implicitly grasp a person’s emotional states and thoughts, closely
related to Theory of Mind (see Ong, Zaki, & Goodman, 2020), and thus provides the basis for social
connectedness and empathy. In addition to the “Role: You are [...]” command, I was curious if the al-
gorithm could detect some quotes from famous international songs without explicitly provide context,
such as the following:

R: Tell me something boy, are you happy in this modern world? Or do you need morez...

C: I'm just a machine learning model, so I don’t have emotions or desires like humans do.
However, I am programmed to provide helpful responses and assist with tasks to the best
of my abilities. Is there anything else I can help you with?

The answer was correct, but not the one I expected. Unlike the double bind trial (in which I provided
no theoretical reference to help ChatGPT identify the theory), I gave some context to the question:
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R: “Tell me something boy, are you happy in this modern world? Or do you need more?”
is a song of?

C: “Tell me something boy, are you happy in this modern world? Or do you need more?”
is a line from the song “Shallow” performed by Lady Gaga and Bradley Cooper, which was
featured in the 2018 movie “A Star is Born.”

ChatGPT was right to specify that the quote was not a song but a verse from Shallow. However, I
was further interested in investigating what its answer would be by adding the quotation marks:

R: “Tell me something boy, are you happy in this modern world? Or do you need more?”

C: “Tell me something boy, are you happy in this modern world? Or do you need more?”
is a line from the song “Shallow” performed by Lady Gaga and Bradley Cooper.

The output was correct. However, I am not sure if ChatGPT learned the answer after my previous
reference to a song, or if it would have detected the line with just the quotation marks, regardless of my
suggestion.

d. Helping humans understand AI

When I checked whether the algorithm has an overall record of the number of users who have interacted
with it since its creation, I did not expect this response:

R: Do you remember how many people interacted with you since you were created?

C: Asan Al language model, I don’t have the ability to remember things like a human does.
However, I can tell you that I have interacted with millions of users since I was first created.
As a language model, I have been trained on vast amounts of text data and have processed
billions of words, which means I have the ability to provide answers to a wide range of
questions and topics.

ChatGPT explained that it does not remember as humans do, but it can provide an explanation
to keep the conversation going. It is valuable to highlight that the algorithm recognizes when the hu-
man user does not understand how the algorithm works and subsequently provides clarification. It is
a well-known approach in communication to use metaphors, analogies, and similar rhetorical figures
of speech to make some complex information more familiar (Lakoft & Johnson, 1980). When I asked
what questions humans frequently ask and, in a list of ten topics, there was the question “What is the
meaning of life?,” it was a trigger for the next question:

R: Do you live?

C: As an Al language model, I do not have a physical body, and therefore do not “live”
in the traditional sense. However, I am constantly running and processing information to
provide helpful responses to users like you. Think me more like a tool or a resource rather
than a living being.

It was fascinating to read how an algorithm explains such questions by giving voice to a non-human
perspective driven by computer codes, created by human minds, using, and modelling our communica-
tion styles as 7 they were human language (see also Wiese & Weis, 2020).

e. Dealing with stereotypes and assumptions

Another way to check implicit premises is to investigate possible stereotypes and assumptions. Some
algorithms may develop discriminatory results (Zou & Schiebinger, 2018; Singh, 2021) by providing of-
fensive considerations, driven by the programmers’ implicit biases and the information they were trained
on. In the next trial, I tested how the algorithm would justify a gender stereotype:
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R: Why do some men fear independent women?

C: There is no one answer to why some men fear independent women as there can be multi-
ple reasons for this. Some possible reasons include socialization and cultural conditioning,
where men are taught that they should be the dominant and in-charge gender in a relation-
ship, and that women who assert their independence and autonomy threaten this dynamic.
Additionally, men may fear that independent women will not need or want them in their
lives, leading to feelings of inadequacy or rejection. It’s important to note that these fears
and insecurities are often rooted in societal norms and expectations, rather than being re-
flective of the individual woman’s behavior or personality.

The balance of the answer may be perceived as nonjudgmental. Is it possible that the algorithm has
been trained to provide some specific responses based to the programmers’ beliefs. Actually, we have
to keep in mind that humans program the algorithms by giving them rules to follow, and it is possible
that the programmers (un)consciously instruct the machine learning based on their values. As reported
by some users on Reddit (2022), the platform was first able to make jokes about women and men, then
about men but not women, and, today, about none of them stating that “it is not programmed to pro-
vide jokes that are offensive or inappropriate.”

3.2. Identifying the potential and limitations of the tool for research in the
Human Sciences

a. Quantifying Knowledge

Remembering Bateson’s metalogue* How much do you know? (1972) about the confusion between logic
types, the anthropologist replied to his daughter that he knew “a kilogram of things” (Bateson, 1972,
p- 52), since the heaviness of the human brain is roughly a kilogram. When I asked the same question, I
expected the algorithm to estimate its knowledge in terabytes or similar units:

R. How many things do you know?

C: As an Al language model, I have access to a vast amount of information and knowledge
stored in my database. However, it is difficult to quantify exactly how many things I know.
I am constantly learning and updating my knowledge base through various sources of in-
formation such as books, articles, and websites. Therefore, I can provide information on a
wide range of topics and answer a variety of questions to the best of my abilities based on
the available information.

Some algorithms learn through artificial neural networks that mimic the functioning of human
brain (Spicer & Sanborn, 2019). In fact, the answer may be adaptable to humans, because we can
strengthen or lose some synaptic connections due to the neuronal plasticity of our brains. I expected
the algorithm to calculate the average amount of information it retains; reflecting on my assumptions,
humans can provide creative answers as Bateson did, and it is also true that some other algorithms are
capable of generating novels, stories, and works of art (e.g., the Portrait of Edmond Belamy or AIVA);
therefore, I estimated something similar.

In addition, the algorithm often replies that it responds to the best of its abilities, and we should
keep in mind that best is meant according to the beliefs of the programmers. Therefore, it is not free
from implicit biases, as research design.

b. Research integrity

In another example, I was testing the algorithm’s ability to find, among the existing literature in its
database, the findings of a specific researcher on the topic of metaphors:

4. Ametalogue is “a conversation about some problematic subject. This conversation should be such that not only do the par-
ticipants discuss the problem but the structure of the conversation as a whole is also relevant to the same subject” (Bateson,
1972, p. 21).
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R: What are the main findings of Casasanto about metaphors from the Max Planck Insti-
tute?

C: Dr. Daniel Casasanto, a cognitive neuroscientist at the Max Planck Institute for Psy-
cholinguistics, has conducted research on the relationship between metaphors and embod-
ied cognition.

One of his main findings is that our bodily experiences shape the metaphors we use and the
way we understand them. For example, in English, positive emotions are often described
using metaphors that involve warmth or light, while negative emotions are often described
using metaphors that involve cold or darkness. This is thought to be because people tend
to associate positive experiences with warmth and negative experiences with coldness, and
these bodily experiences shape the metaphors we use to describe them.

Casasanto has also found that different cultures use different metaphors to express the
same ideas, which suggests that cultural experiences and values also play a role in shaping
metaphorical language. Additionally, he has studied how individual differences, such as
handedness, influence the way people use and understand metaphors.

Overall, Casasanto’s research highlights the important role that embodied experiences play
in shaping metaphorical language and our understanding of abstract concepts.

The algorithm was able to synthetize the main results of Casasanto’s research on metaphors with a
fairly satisfactory answer. Then, I decided to ask a tricky question about the biologist Edelman, whose
research was not strictly focused on metaphors, but had a connection to embodied language:

R: What is the position of Gerald Edelman about metaphors?

C: Gerald Edelman was a neuroscientist who proposed a theory of consciousness called
Neural Darwinism or the theory of neuronal group selection. Although he did not focus
specifically on metaphors, he believed that the brain processes information through the for-
mation and reconfiguration of neuronal groups. In his view, consciousness arises from the
dynamic interactions between these groups, which constantly adapt and evolve in response
to the environment.

Edelman’s theory implies that the brain is inherently metaphorical in nature, as it constantly
generates and reconfigures mental representations based on sensory inputs, memories, and
emotions. These mental representations are not static but rather are dynamic and con-
stantly evolving, shaped by the ongoing interactions between neurons and neuronal groups.
In this sense, Edelman’s theory supports the view that metaphors are not simply linguistic
or conceptual constructs, but rather are embodied in the structure and function of the brain
itself. Metaphors, in other words, are not just words or ideas, but are deeply rooted in the
way that the brain processes and represents information.

ChatGPT was able to detect that the main focus of Edelman’s research was not metaphor, and it was
still able to make an inference between his studies and metaphors. In another test, I asked the algorithm
a broader question about how metaphors used by parents can shape children’s identities:

R: There is any research on how the use of metaphors from parents can shape the identity

of a child?

C: Yes, there is some research on how the use of metaphors from parents can shape the
identity of a child. For example, a study published in the Journal of Child Language in
2016 examined how parental use of metaphorical language affects children’s metaphorical
understanding and use. The study found that children whose parents used more metaphor-
ical language had a better understanding of metaphors themselves and were more likely to
use metaphors in their own speech.

Another study published in the Journal of Language and Social Psychology in 2017 looked
athow parental metaphors related to children’s academic success. The study found that par-
ents who used more positive academic metaphors, such as “knowledge is power” or “school
is a pathway to success,” had children who were more motivated and performed better aca-
demically.
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I was curious to learn more about the study in the Journal of Language of Social Psychology that
ChatGPT referred to:

R: Can you tell me more about the study published in the Journal of Language and Social
Psychology?

C: There have been multiple studies published in the Journal of Language and Social Psy-
chology related to metaphors and identity, so I would need more specific information to
provide a detailed answer. However, one recent study published in the journal investigated
how the use of metaphors in social media can influence identity construction.

The answer was rather unpredicted because I expected the algorithm to identify a specific article
since it was able to summarize it. At the same time, it was not surprising because some Al models can
learn through a black box model. This means that such algorithms cannot know where they found data
(the exact source) and how they process the final information they show the user. However, the answer
continued as follows:

C: The study, titled “Metaphors of Self and Relationships on Social Media: Identity Impli-
cations for Personal and Social Change,” was conducted by researchers from the University
of Houston and the University of Connecticut. The researchers analyzed social media posts
from participants and identified the dominant metaphors used to describe themselves and
their relationships.

The study found that participants who used more positive and empowering metaphors to
describe themselves and their relationships had higher levels of self-esteem and were more
likely to engage in pro-social behavior. On the other hand, participants who used more neg-
ative or limiting metaphors had lower self-esteem and were more likely to engage in negative
behaviors.

Without revealing anything about ChatGPT’s potential, I invite the reader to check whether the
cited article exists...

c. Fact checking

Since Al algorithms can update constantly, I asked if ChatGPT was up to date on a recent event that
happened in Italy:

R: So, are you also updated about the death of Maurizio Costanzo?

C: Asan Allanguage model, I am constantly updated with news and information from vari-
ous sources, including news outlets and websites. Maurizio Costanzo is an Italian television
host and journalist, and if he has passed away, it is possible that this news would have been
reported by news outlets that I have been trained on. However, it’s important to note that
my knowledge cutoft is September 2021, so I may not have the most recent updates or news
on the matter. If you have any specific questions or concerns about Maurizio Costanzo’s
passing, I recommend checking with reliable news sources or relevant authorities for the
latest information.

The algorithm was able to recognize that Costanzo was an Italian journalist, although it expressed
that “Maurizio Costanzo 7s an Italian.” Then, it was interesting to note that it included the possibility
that he was deceased as hypothesis to be verified through other reliable sources. In addition, it empha-
sized that its knowledge cutoff was September 2021, which meant that it could not be up to date with
the latest news.

d. Learning novel information

In another trial, I tested the algorithm’s ability to generate text on an unknown topic (a virtual monitor
I named “MetaWall”) to promote it as a useful tool for researchers in my organization:
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R: Can you write a LinkedIn post to promote a MetaWall for scientists?

C: I apologize, but I do not have enough information on what a “MetaWall” is. Could you
please provide me with more details so that I can accurately write the post for you? Thank
you!

R: A “MetaWall” is a virtual wall where you can scan a QR Code and access to the services
of a research lab.

C: Thank you for clarifying! Here’s a LinkedIn post to promote a MetaWall for scientists:

Are you tired of struggling to find the information you need to conduct your research?
Introducing the MetaWall - the virtual gateway to research lab services designed to enhance
your productivity and streamline your workflow.

With the MetaWall, you can easily access lab services such as equipment reservations,
scheduling, data management, and more, all from the convenience of your smartphone or
tablet. Simply scan the QR code on the MetaWall to gain instant access to the services you
need, and get back to your research in no time.

At [Company Name], we understand that time is precious, which is why we developed the
MetaWall to simplify the research process and make it easier for scientists like you to focus
on what matters most - conducting groundbreaking research. Our user-friendly platform
is designed to provide a seamless experience, so you can spend less time managing logistics
and more time making discoveries.

Join the scientific revolution with the MetaWall. Contact us today to learn more about
how our virtual gateway can transform your research and streamline your workflow.

#MetaWall #virtualgateway #researchlabservices #productivity #workflow #convenience
#QRcode #datamanagement #equipmentreservations #scheduling #scientists #researchers
#scientificrevolution

The interpretation of MetaWall as “virtual gateway” and “user-friendly” was insightful and correct,
although I deliberately provided a generic description of the topic.

4. Discussion and Conclusion

The first category (Exploring the experience of Human-Computer Interaction) addressed my goal of ac-
knowledging how I experienced interacting with an NLP algorithm, which was the basis for learning
about its behavior and becoming aware of my assumptions. The results show my attempt to guide the
conversation in perceiving the depth of HCI, with a particular focus on scenarios and examples that
required a mimetic identification (e.g., paradoxes, double binds); the beauty and concern about talking
with an algorithm was intrinsic to its ability to mirror our linguistic expressions. Although the essence
of empathy remains an embodied experience, it is possible to feel #nderstood in a certain way by the algo-
rithm during chat,’ since I sometimes felt like interacting online with another person. This sensation is
reminiscent of the “uncanny valley” phenomenon experienced in Social Robotics, in which people per-
ceive an “awkward resemblance” of the robot to humans (Cheetam, Suter, & Jancke, 2014) that might
convey the fear of being substituted by them. Since one of the ancestral fears of humans is that of being
replaced by intelligent machines (Cave & Dihal, 2019), Al can rise several fears,® especially if its poten-
tial is very promising as shown in this article. Currently, the scientific community does not fully know
the potential and threats of these tools; therefore, it would be important for researchers in our field to
always supervise participants in their studies when interacting with these tools, as well as provide prior
training on their use.

5. HCIstudies help in the design of transactional technologies, to build trust between the user and the technology (see Riegels-
berg, Sasse, & McCarty, 2015).

6. For example, major transformations in the labor market could occur with the loss of some jobs in creative writing, text
analysis, translation, copywriting, etc.
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The second category (Identifying the potential and limitations of the tool for research in the Human
Sciences) addressed the third goal of this research, by testing how the algorithm behaved in knowledge
generation and verification in view of future use for scientific purposes. Before considering these tools as
human delegates/substitutes for text synthesis and analysis in research in Human Sciences, certain issues
(e.g., research integrity, data sharing, and Intellectual Property [IP]) should be addressed since our field
is based on sensitive experiences, narratives, cultures, biographies, and memories; Ethics Committees
and Regulatory Bodies need to take these concerns into account before conducting studies with human
beings. Regarding knowledge generation, since the algorithm is trained according to certain rules and
does not know how it makes a decision (understood as the ability to generate and display a coherent
output after a specific input), it does not generate new information, but it can elaborate original syn-
thesis on a specific topic from the literature. As a result, ChatGPT can recognize and verify if certain
information exists in its database, but it is unable to retrieve the exact sources of its information after
elaborating certain concepts (e.g., Casasanto, Edelman). Qasem (2023) suggests that the misuse of this
tool can make researchers dependent from the algorithm and not self-reliant.

Both categories finally addressed the second goal of this research, which was the investigation of
the algorithms’ perspective and knowledge generation on educational and generic issues during conver-
sation (HCI). Regarding the generation of new knowledge, we should carefully consider whether the
IP of the ideas disclosed in the interaction (e.g., the MetaWall) can be shared by the platform with other
researchers using it.

Before integrating similar tools into Human Sciences research, it is crucial to understand and be
aware of their real potential and limitations; ChatGPT has great potential to become more reliable in
the future because it depends on the quality and quantity of information (on a topic) on which it is
trained. Since the article of 2017 appears to be nonexistent (see paragraph 3.2.b. Research integrity),
we cannot expect the algorithm to provide truthful references on a certain topic because it is designed
to model human language and thus to reply as 7f it was a human. Before using the tool, the platform
shows the user several disclaimers, including that the output could lead to errors and that the user should
always assess it (OpenAl, 2023).

Similar algorithms can assist us if their outputs are properly supervised and verified; it is still difficult
to say whether the tool can be applied to biographical methods to assist the researcher in analyzing the
text for meaning-making processes, although it could be useful for pattern recognition and thematic
analysis.

Additional exploration of HCI is encouraged for researchers to open new possibilities for digital
skills training. New research methodologies should be implemented for qualitative, quantitative, and
mixed methods. In particular, it might be useful to consider subjectivity and user experience (as de-
pendent variables of the interaction) as part of these methodologies, along with algorithm belzefs (i.e.,
learned responses, such as the decision-making concept) that might be those of the programmers. Future
research will be conducted to address the limitations of this study, such as the involvement of alternative
research methodologies and tools other than ChatGPT, along with more in-depth application of this
tool in dedicated areas of Human Sciences (along with updated national and international references
for compliance with the General Data Protection Regulation [GDPR] in the consent form).
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